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Abstract. In this study the stochastic process which describe so called probabilistic in-
ventory control model is considered. The explicit formula for the nth order moments of
ergodic distribution of this process is obtained and the behavior of the ergodic distribution
investigated, when the distribution of the interference of chance belongs to class of light-
tailed distributions. The case, when the distribution of the interference of chance belongs
to class of heavy-tailed distributions is also examined.
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1. Introduction

Stochastic processes with discrete interference of chance plays a key role in modeling
real-world systems which affected by random disruptions. These processes are used in
areas such as queueing theory, reliability theory and financial modeling, where specific
random variables impact system behavior at specific times.

Several studies have examined these processes. In 2000 Levy and Taqqu [11] examined
renewal reward processes with heavy-tailed interrenewal times and heavy-tailed rewards,
contributing to the understanding of such stochastic processes in probability theory.
Khaniyev et al. in 2008 [10] analyzed cases with exponential interference of chance, while
Aliyev et al. in 2009 [5] expanded the study to gamma distributed interference of chance.

∗ Corresponding author.

Rovshan T. Aliyev

Baku State University, Baku, Azerbaijan;

Institute of Control Systems, Baku, Azerbaijan

E-mail: rovshanaliyev@bsu.edu.az

Urfan M. Aliyev

Karabakh University, Khankendi, Azerbaijan

E-mail: urfan.aliyev@karabakh.edu.az



R.T. Aliyev, U.M. Aliyev 121

Geluk and Frenk in 2011 [8] studied renewal theory for random variables with a heavy-
tailed distribution and finite variance, providing insights into their statistical properties.
Aliyev in 2011 [1] investigates a semi-Markov process with a component following a
regularly varying tail distribution, examining its asymptotic properties. Also, in 2017
Aliyev [3] applies similar stochastic modeling techniques to an (s, S) inventory system,
where demand is assumed to follow a heavy-tailed distribution.

While previous research has primarily focused on asymptotic approximations and
moment expansions, our work differs by providing an exact formula for the ergodic dis-
tribution function, which includes the well-known equilibrium distribution. Additionally,
we derive precise formulas for moments of ergodic distribution and analyze how differ-
ent distributions of stock level, both light-tailed and heavy-tailed influence the system’s
ergodic distribution. This approach deepens understanding and practical applications of
stochastic models with discrete interference of chance. By establishing explicit analyti-
cal results, our study expands the theoretical framework and practical applicability of
stochastic process with discrete interference of chance.

2. Construction of Process

Let {ξn} , {ηn} , {θn} and {ζn} , n ≥ 1 are sequences of random variables defined on
same probability space (Ω,F ,P ), such that variables in each sequence independent and
identically distributed. Suppose that ξn, ηn, θn and ζn can take only positive values and
these distribution functions be denoted by

Φ(t) = P {ξ1 ≤ t} , t > 0, F (x) = P {η1 ≤ x} , x > 0,

H(u) = P {θ1 ≤ u} , u > 0, π(z) = P {ζ1 ≤ z} , z > 0.

Define independent renewal sequence {Tn} and {Yn}, n ≥ 1 as follows using the initial
sequences of the random variables {ξn} and {ηn} , n ≥ 1 as:

Tn =

n
∑

i=1

ξi, Yn =

n
∑

i=1

ηi, n = 1, 2, . . . ; T0 = Y0 = 0.

Define also sequence of integer valued random variables:

N0 = 0 ; N1 = N(z) = min {k ≥ 1 : z − Yk < 0} ,

Nn ≡ Nn (ζn−1) = min
{

k ≥ Nn−1 + 1 : ζn−1 −
(

Yk − YNn−1

)

< 0
}

, n = 2, 3, . . . .

Let the random variables τn represents the nth time of the process drops below the
level 0 and γn represents the nth moment of exit from the level 0:

τ0 = 0, τ1 = TN1
, γ0 = 0, γ1 = τ1 + θ1 ,

. . .

τn = γn−1 + TNn
− TNn−1

, γn = τn + θn, n = 1, 2, . . . .
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Define also the counting process ν(t) which describes the number of jumps of the
process X(t) in the interval [0, t]:

ν(t) = max{k ≥ 0 : Tk ≤ t} .

Thus the following stochastic process can be constructed using these notations:

X(t) = max
{

0, ζn − Yν(t) + YNn

}

, γn ≤ t < γn+1, n = 0, 1, 2, . . . .

Here X(0) ≡ ζ0 = z.

One of the trajectories of the process X(t) is given in the following picture:

Fig. 1. One of the trajectories of the process X(t)

3. Ergodic Distribution of Process with General

Interference of Chance and Exponential Demands and

n
th Order Moments of Ergodic Distribution

Firstly, let’s introduce the following general ergodic theorem for considered process.

Proposition. Let initial sequence {ξn} , {ηn} , {θn} and {ζn} , n ≥ 1 – satisfies the
following supplementary conditions:

1) Eξ1 < ∞;
2) Eθ1 < ∞;
3) Eζ1 < ∞.

Then the process X(t) is ergodic and ergodic distribution function has the following
form:

QX(x) = 1−
EU(ζ − x)

EU(ζ) +K
, x ≥ 0, (1)

where EU(ζ) =
∫

∞

0
U(z)dπ(z), K = Eθ1

Eξ1
and U(t) =

∞
∑

n=0
F ∗n(t) renewal function gen-

erated by random variable η1.
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Proof. Considered process belongs to a wide class of the processes which is called as
“Processes with a discrete interference of chance” in literature. For this class, the general
ergodic theorem is given in monograph Gihman and Skorohod (1975). Conditions 1)-3)
of this theorem provide the fulfillment of the conditions of the general ergodic theorem.

◭

Theorem 1. Let us the conditions of the Proposition be satisfied and also assume that
random variable η1 has the exponential distribution with parameter µ > 0. Then ergodic
distribution function of the process X(t) has the following explicit form:

QX(x) = C1R(x)− C2 (1− π(x)) + 1− C1, (2)

where R(x) = 1
Eζ1

∫ x

0
(1− π(z)) dz- equilibrium distribution function (sometimes called

the residual life distribution) associated with π(x), K = Eθ1
Eξ1

is delay coefficient and

C1 =
µEζ1

1 + µEζ1 +K
,C2 =

1

1 + µEζ1 +K
.

Proof. It is easy to see that in case random variable η1 has exponential distribution
with parameter µ > 0, renewal function U(t) generated by random variable η1 has the
following form (see, for example, Gut [9])

U(t) = µt+ 1.

This formula can be obtained from following renewal integral equation (see, for ex-
ample, Feller [6]):

U(t) = F (x) +

∫ t

0

U(t− s)dF (s).

Consequently,

EU(ζ − x) =

∫

∞

x

U(z − x)dπ(z) =

∫

∞

x

(µ(z − x) + 1)dπ(z) =

= µ

∫

∞

x

(z − x)dπ(z) +

∫

∞

x

dπ(z) = µ

∫

∞

x

(1− π(z)) dz + (1− π(x)) =

= µ

(
∫

∞

0

(1− π(z)) dz −

∫ x

0

(1− π(z)) dz

)

+ (1− π(z)) =

= µEζ1 (1−R(x)) + (1− π(x)) ,

where R(x) = 1
Eζ1

∫ x

0 (1− π(z)) dz.
It is not difficult to obtain that

EU(ζ) =

∫

∞

0

U(z)dπ(z) =

∫

∞

0

(µz + 1)dπ(z) =

= µ

∫

∞

0

zdπ(z) +

∫

∞

0

dπ(z) = 1 + µEζ1.
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Using these expressions, from (1) we can find that

QX(x) = 1−
1

1 + µEζ1 +K
(µEζ1 (1−R(x)) + (1− π(x))) =

=
µEζ1

1 + µEζ1 +K
R(x)−

1− π(x)

1 + µEζ1 +K
+

(

1−
µEζ1

1 + µEζ1 +K

)

.

Theorem 1 is proved. ◭

Remark 1. The study of overshoot distributions plays an important role in probability
theory. First in 1964 Rogozin [12] obtained the distribution of the overshoot for ran-
dom walks. Analogical results are also obtained by proving a Rogozin-type theorem for
stochastic processes with discrete interference of chance, particularly in the framework
of semi-Markov processes (see, for example, [2], [4]). More recently, in 2025 Wong [13]
further clarified the asymptotic behavior of overshoot in random walks, providing new
insights into its limiting distribution and structural properties. But in this particular
case we have Rogozin-type theorem with explicit distribution formula.

Example 1. Let assume that random variable ζ1 has Weibull distribution with param-
eters (α, λ):

π(x) = 1− e−λxα

, α > 0, λ > 0.

In this case, its obvious that Eζ1 = λ−
1
α Γ

(

1 + 1
α

)

and

R(x) =
1

Eζ1

∫ x

0

(1− π(z)) dz =
λ

1
α

Γ
(

1 + 1
α

)

∫ x

0

e−λzα

dz =

=
1

αΓ
(

1 + 1
α

)

∫ λxα

0

u
1
α
−1e−udu =

γ( 1
α
, λxα)

Γ
(

1
α

) ,

here Γ (x) =
∫

∞

0 tx−1e−tdt -is Euler's Gamma function and γ(s, x) =
∫ x

0 ts−1e−tdt lower
incomplete Gamma function.

In this case ergodic distribution function according to (2) is

QX(x) =
µΓ
(

1 + 1
α

)

λ
1
α + µΓ

(

1 + 1
α

)

+ λ
1
αK

γ
(

1
α
, λxα

)

Γ
(

1
α

) −
λ

1
α

λ
1
α + µΓ

(

1 + 1
α

)

+K
e−λxα

+

+
λ

1
α + λ

1
αK

λ
1
α + µΓ

(

1 + 1
α

)

+ λ
1
αK

.

Here you can see graph of ergodic distribution function for different values of λ, α, µ
and K.
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Fig. 2. The grahp of QX(x) when λ = 1, α = 2, µ = 1, K = 0

Lets denote nth order moments of ergodic distribution of considered process as

EXn =

∫ +∞

0

xndQX(x).

Now we will introduce explicit formula for EXn.

Theorem 2. Let us the conditions of the Proposition be satisfied and also assume that
random variable η1 has the exponential distribution with parameter µ > 0. Then nth

order moments of ergodic distribution function has the following explicit form:

EXn = C1
Eζn+1

1

(n+ 1)Eζ1
+ C2Eζn1 , (3)

where C1 = µEζ1
1+µEζ1+K

, C2 = 1
1+µEζ1+K

.

Proof. According to (2) we can write ergodic distribution function of process as

QX(x) = C1R(x)− C2 (1− π(x)) + 1− C1.

Its not difficult to see that

dQX(x) = C1dR(x) − C2d (1− π(x)) .

On the other hands

dR(x) = d

(

1

Eζ1

∫ x

0

(1− π(z)) dz

)

=
1

Eζ1
(1− π(x)) dx.

Consequently

dQX(x) =
C1

Eζ1
(1− π(x)) dx− C2d (1− π(x)) .

Taking into account expression of dQX(x) we have:

EXn =

∫ +∞

0

xndQX(x) =
C1

Eζ1

∫ +∞

0

xn (1− π(x)) dx−
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−C2

∫ +∞

0

xnd ((1− π(x))) =
C1

Eζ1

∫ +∞

0

xn ((1− π(x))) dx−

−C2

(

xn (1− π(x)) |+∞

0 − n

∫ +∞

0

xn−1 (1− π(x)) dx

)

=

=
C1

(n+ 1)Eζ1
(n+ 1)

∫ +∞

0

xn (1− π(x)) dx+ C2

(

n

∫ +∞

0

xn−1 (1− π(x)) dx

)

=

= C1
Eζn+1

1

(n+ 1)Eζ1
+ C2Eζn1 .

Theorem 2 is proved. ◭

Remark 2. Note that term
Eζ

n+1

1

(n+1)Eζ1
in (3) is the nth order moment of equilibrium

distribution function R(x).

4. On The Behavior of Ergodic Distribution in the

Class Of Light and Heavy-Tailed Distributions

In probability theory and statistics, the concept of light-tailed and heavy-tailed distribu-
tions plays an important role in understanding the behavior of distributions, particularly
in risk analysis and finance.

Let us introduce following classes of distributions.

Definition 1. (Foss et.al, 2011, [7]). A distribution F on R
+ is said to be heavy-tailed

if and only if for all t > 0,
∫ +∞

0

etxdF (x) = ∞.

Otherwise the distribution F is called light-tailed. Clearly, for any light-tailed distri-
bution F on the positive half-line R

+ = [0,∞), all moments are finite, that is for all
n > 0,

∫ +∞

0

xndF (x) < ∞.

We will denote class of all light-tailed and heavy-tailed distribution functions as re-
spectively L and H.

Definition 2. (Foss et.al, 2011, [7]). A function f ≥ 0 to be heavy-tailed if and only
if for all t > 0,

lim sup
x→∞

f(x)etx = ∞.

Otherwise the function f ≥ 0 called light-tailed function.

Lemma. (Foss et.al, 2011, [7]). For any distribution F the following assertions are
true:
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(i) F is a heavy-tailed distribution;
(ii) The function F is heavy-tailed, where F (x) = 1− F (x).

Remark 3. Note that according to Lemma

(i) F is a light-tailed distribution;
(ii) The function F is light-tailed.

Now let us introduce the following subclass of heavy-tailed distribution functions for
n ≥ 1,

Hn =

{

F∈ H

∣

∣

∣

∣

∫ +∞

0

xndF (x) < ∞

}

.

According to well-known Lyapunov inequality (see, for example, Gut [9]) from prob-
ability theory it’s easy to see that for n ≥ 2,

Hn ⊂ Hn−1.

For example, H1 is the subclass of heavy-tailed functions with finite expectation.

Theorem 3. Lets conditions of the Proposition be satisfied. Then

(i) If distribution of ζ1belongs to class of light-tailed distribution functions, then ergodic
distribution function of process X(t) also belongs to class of ligh-tailed distribution
functions:

π∈ L ⇒QX∈ L.

(ii) If distribution of ζ1 belongs to class of heavy-tailed distribution functions with finite
expectation, then, ergodic distribution function of process X(t) belongs to class of
heavy-tailed distribution functions:

π ∈ H1 ⇒ QX∈ H.

(iii) If distribution of ζ1 belongs to class of heavy-tailed distribution functions with finite
nth moment (n ≥ 2), then, ergodic distribution function of process X(t) belongs to
class of heavy-tailed distribution functions with finite (n− 1)th moment:

π ∈ Hn ⇒ QX ∈ Hn−1, n ≥ 2.

Proof. According to (2) tail distribution function of QX(x) as,

QX(x) = 1−QX(x) = 1− (C1R(x)− C2 (1− π(x)) + 1− C1) =

= C1 (1−R(x)) + C2 (1− π(x)) = C1R(x) + C2π(x). (4)

In order to proof first statement of theorem, let us take π∈ L, in this case according
to Lemma for some t > 0:

lim sup
x→∞

etxπ(x) < ∞. (5)
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Now we want to show that

lim sup
x→∞

etxQX(x) < ∞.

In order to do that we need to show if π∈ L, then R∈ L. So we need to show for some
t > 0:

lim sup
x→∞

etxR(x) < ∞.

Taking in the account (5) its obvious that there exist such C > 0 and t > 0 which for
all x:

π(x) ≤ Ce−tx.

Therefore

R(x) =
1

Eζ1

∫

∞

x

π(z)dz ≤
1

Eζ1

∫

∞

x

Ce−tzdz =
Ce−tx

tEζ1
.

And

e−txR(x) ≤
C

tEζ1
.

Taking limit from both sides we have that for some t > 0:

lim sup
x→∞

etxR(x) ≤
C

tEζ1
< ∞. (6)

This means R(x) also light tailed. Then taking in the account (5) and (6) in (4) we
have for some t > 0

lim sup
x→∞

etxQX(x) = C1 lim sup
x→∞

etxR(x) + C2 lim sup
x→∞

etxπ(x) < ∞.

We proved the first statement of theorem.
To proof second statement of the theorem, now lets take π ∈ H1, then according to

Lemma for all t > 0:

lim sup
x→∞

etxπ(x) = ∞. (7)

In this case our aim is to show that all t > 0:

lim sup
x→∞

etxQX(x) = ∞.

In order to do that we need to show if π ∈ H1, then R ∈ H1. So we need to show for
all t > 0:

lim sup
x→∞

etxR(x) = ∞.

Taking in the account (7) its obvious that for any C > 0 and t > 0 there exist such
x0 > 0 that:

π(x) > Ce−tx, x > x0.
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Therefore

R(x) =
1

Eζ1

∫

∞

x

π(z)dz >
1

Eζ1

∫

∞

x

Ce−tzdz =
Ce−tx

tEζ1
, x > x0.

And any C > 0 and t > 0

e−txR(x) >
C

tEζ1
, x > x0.

Taking limit from both sides we have that for any C > 0 and t > 0:

lim sup
x→∞

etxR(x) >
C

tEζ1
.

Because C > 0 arbitrary
lim sup
x→∞

etxR(x) = ∞ . (8)

This means R(x) also heavy tailed. Then taking in the account (7) and (8) in (4) we
have for all t > 0

lim sup
x→∞

etxQX(x) = C1 lim sup
x→∞

etxR(x) + C2 lim sup
x→∞

etxπ(x) = ∞.

We proved the second statement of the theorem.
Let us prove the last statement of theorem. The second statement of theorem already

shows that if π heavy-tailed then QX also heavy-tailed. We only need to determine exact
subclass of heavy-tailed distributions that QX belongs. And according to (3) for n ≥ 2,
(n− 1)th order moment of ergodic distribution exist if and only if when nth moment of
π exist. In other word, the condition π ∈ Hn implies QX ∈ Hn−1.

Theorem 3 is proved. ◭

Example 2. Let assume that random variable ζ1 has has exponential distribution with
parameter λ > 0, which is well-known light tailed distribution (π∈ L):

π(x) = 1− e−λx, x ≥ 0.

In this case Eζ1 = 1
λ
and R(x) = 1− e−λx.

Then according to (2)

QX(x) =
µ

λ+ µ+ λK

(

1− e−λx
)

−
λ

λ+ µ+ λK
e−µx +

λ+ λK

λ+ µ+ λK
.

Here we can see graphics of ergodic distribution function for different values of λ, µ
and K.
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Fig. 3. The grahp of QX(x) when λ = 1, α = 2, µ = 1, K = 0

Example 3. Let assume that random variable ζ1 has the Pareto Type I distribution
with parameters (α, λ), α > 1 which is a well-known heavy-tailed distribution:

π(x) = 1−

(

λ

x

)α

, α > 1, x > λ > 0.

We consider α > 1, because otherwise Eζ1 = ∞. In case that α > 1, Eζ1 = αλ
α−1 < ∞,

consequently π ∈ H1 and

R(x) =
1

Eζ1

∫ x

0

(1− π(z)) dz =
1

Eζ1

∫ x

0

(1− π(z)) dz =

=
1

Eζ1

(

∫ λ

0

(1− π(z)) dz +

∫ x

λ

(1− π(z)) dz

)

=

=
α− 1

αλ

(

λ+ λα

(

x1−α

1− α
−

λ1−α

1− α

))

= 1−
1

α

(

λ

x

)α−1

.

Consequently according to (2)

QX(x) =
µαλ

µαλ + (α− 1)(1 +K)

(

1−
1

α

(

λ

x

)α−1
)

−

−
α− 1

µαλ+ (α− 1)(1 +K)

(

λ

x

)α

+
(1 +K)(α− 1)

µαλ + (α− 1)(1 +K)
.

Here you can see graph of ergodic distribution function for different values of λ, α, µ
and K.
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Fig. 4. The grahp of QX(x) when λ = 2, α = 3, µ = 1.5, K = 0.5

5. Conclusion

In this study, we investigate stochastic processes with general discrete interference of
chance and provided exact formulations for the ergodic distribution function and nth

order moments of ergodic distribution. Our findings extend previous research by con-
sidering both light-tailed and heavy-tailed interference distributions and analyzing their
effects on behavior of ergodic distribution of process. These results contribute to a deeper
understanding of stochastic models and their practical applications in various fields, in-
cluding reliability theory and financial modeling. Future research can build on this work
by exploring additional interference distributions and their impact on ergodicity of pro-
cess.
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